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 ABSTRACT: 

This study explores the challenges faced by the banking sector in implementing Artificial 

Intelligence (AI) technologies, focusing on factors such as Malicious Uses of AI, AI Model Theft, 

Lack of Transparency, Adversarial Attacks, Digital Banking Applications, and Data Analysis. 

Through regression analysis, the study examines how these challenges influence the 

improvement of business data models within the banking industry. The data was collected from 

733 respondents using convenience and judgement sampling methods. The results indicate that 

Lack of Transparency has the most significant positive effect on the improvement of business 

data models, suggesting that addressing transparency issues in AI systems is crucial for better AI 

integration in banking. Data Analysis and Adversarial Attacks also show significant, albeit 

smaller, positive relationships with business data models, emphasizing the importance of robust 

data systems and defence mechanisms against adversarial manipulations. Conversely, AI Model 

Theft and Malicious Uses of AI showed relatively weak and non-significant effects on business 

data models, though they are still recognized as important concerns. The findings highlight the 

critical role of transparency, data analysis, and security in AI adoption in the banking sector, 

offering valuable insights for practitioners and policymakers. The study concludes with practical 

recommendations to mitigate these challenges and enhance AI-driven business processes in 

banking. 
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